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ABSTRACT

State-of-the-art large language and vision models are trained over
trillions of tokens that are aggregated from a large variety of sources.
As training data collections grow, manually managing the samples
becomes time-consuming, tedious, and prone to errors. Yet recent
research shows that the data mixture and the order in which sam-
ples are visited during training can significantly influence model
accuracy. We build and present Mixtera, a data plane for foun-
dation model training that enables users to declaratively express
which data samples should be used in which proportion and in
which order during training.Mixtera is a centralized, read-only
layer that is deployed on top of existing training data collections
and can be declaratively queried. It operates independently of the
filesystem structure and supports mixtures across arbitrary proper-
ties (e.g., language, source dataset) as well as dynamic adjustment of
the mixture based on model feedback. We experimentally evaluate
Mixtera and show that our implementation does not bottleneck
training and scales to 256 GH200 superchips. We demonstrate how
Mixtera supports recent advancements in mixing strategies by
implementing the proposed Adaptive Data Optimization (ADO)
algorithm in the system and evaluating its performance impact. We
also explore the role of mixtures for vision-language models.
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1 INTRODUCTION

Large language and vision models (often called foundation models)
have become omnipresent in our daily life. They show enormous ca-
pabilities in a diverse set of tasks [8, 9, 38, 46, 52], such as assistance
with writing and coding, video understanding, and even agentic
interaction with the world. The training of such language and vi-
sion models (LLMs/VLMs) presents new challenges for managing
training data due to the ever-growing sizes of models and datasets.
To achieve high accuracy, state-of-the-art models train over trillions
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Figure 1: Dynamically adjusting the mixture using the ADO

algorithm improves pre-training performance on HellaSwag

over the default static mixture across model scales.

of tokens from aggregated data collections such as RedPajama [68],
Dolma [60], or FineWeb [48]. For example, Meta’s Llama 3.3 70B
model is trained on a corpus of 15 trillion tokens [38, 39]. These
collections are built based on data from various sources, such as
Wikipedia or Common Crawl dumps.

Training data is typically stored on distributed filesystems in
GPU clusters or data lakes in the cloud, and managed manually and
ad hoc by ML engineers (Figure 2a). Selecting the right proportions
out of this data with particular characteristics (e.g., language, topic,
source) for training is critical for model performance [12, 69, 72]. In-
dividual users write ad hoc scripts to process the training data, filter
relevant subsets with the properties of interest, often pre-tokenize
it, and then mix it for their use case, e.g., they might want to train
on 50% data from Wikipedia and 50% from movie subtitles. This
reflects our experience working with ML researchers as part of the
Swiss AI initiative which aims to develop open-source LLMs [16].
We confirmed through discussions with industry teams that such
setups are common. This can get complex as training data may
need to be mixed based on a variety of characteristics. For exam-
ple, in addition to satisfying source data proportions (Wikipedia
vs. movie subtitles in the previous example), we may also want
the training data to be 80% in English and 20% in German. Re-
cent works show that the data mixture should also be adjusted
during training. The SmolLM2 model is trained with four stages of
data mixtures [4]. Algorithms such as Adaptive Data Optimization
(ADO) [26], Aioli [11], PiKE [31], and Skill-It [12] even propose
to adjust the mixture dynamically based on the model behavior (e.g.,
loss per domain) during training. Figure 1 shows that using ADO
can increase the performance of LLMs over a static mixture across
different scales on the downstream HellaSwag benchmark [75].

Today, there is no open-source system that automatically man-
ages vast amounts of training data based on fine-grained character-
istics. Implementing data filtering and subsequent mixing requires
users to manually keep track of metadata. At least in the open-
source world, this is typically done as part of the directory structure
of the filesystem, e.g., there is one subdirectory per source dataset,
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and then we sample from each directory (Figure 2a). This approach
is limited because each data sample has multiple properties that can
be used to determine whether it should be used for training. Filesys-
tems fundamentally do not offer the right interface for managing
training data and mixing, as they do not provide declarative query
interfaces or a native way to track whichmodel was trained onwhat
data. Running a data processing job to fully materialize the mixed
training set for each training run has lots of overhead and leads to
data duplication. A streaming-oriented approach that selects, tok-
enizes, and mixes data on the fly provides much more flexibility and
eases experimentation. Utilizing a full-fledged DBMS for tracking
data properties would burden ML engineers with complexities such
as database administration, schema design, and performance tuning.
We need a lightweight data plane that enables users to declaratively
query and mix data based on arbitrary properties, independent of
the filesystem structure, and to adjust this mixture dynamically.

We presentMixtera, a data plane that can be deployed on top of
existing LLM/VLM training data collections. It is a centralized, read-
only layer and can be declaratively queried from training clients.
As shown in Figure 2b, it reduces the amount of materialization
and data scripting necessary for training jobs. While existing data
loaders as outlined in Table 1 are limited by filesystem constraints,
Mixtera supports arbitrary properties independent of the filesys-
tem, and makes it easy for model engineers to experiment with
different filter criteria, fixed learning curricula, and fully dynamic
mixing algorithms that learn the mixture during training.Mixtera
follows a client-server model. For a training job, the server, which
indexes and manages the samples, first statically filters out the
relevant samples, and then continuously distributes chunks to the
clients. Chunks are fixed-size collections of pointers to samples in
files, and adhere to the current mixture. The clients then fetch the
relevant samples and return the relevant data to the training loop.

We design and implement Mixtera tailored to the needs for foun-
dation model training, and make the following key contributions:
(1) Mixtera enables users to declaratively specify mixtures across

properties independent of the filesystem structure and training
frameworks by indexing all samples and their properties.

(2) Mixtera enables dynamically changing the data mixture and
the properties determining themixture during training. It achieves
this by generating and streaming chunks, i.e., fixed-size lists of
pointers to samples following the current mixture.

(3) We showMixtera does not bottleneck training and is versa-
tile, enabling model accuracy improvements for text-only and
text-vision models. As an example, we demonstrate how to im-
plement the ADO dynamic data mixing algorithm in Mixtera
and its positive impact on model accuracy.

2 BACKGROUND

Foundation models are large-scale deep learning models suitable
for a variety of tasks [8, 14]. We focus on text-generation models,
i.e., autoregressive large language models (LLMs) and multimodal
vision-language models (VLMs). As of 2025, most such models are
based on the Transformer architecture [66]. They are trained on
huge corpora of training data in a self-supervised manner to maxi-
mize the likelihood of predicting the tokens of a training sequence.

Training phases. Training is structured into pre-training and
post-training phases. In pre-training, we train a randomly initialized
model on a general purpose data corpus (Section 2.1) to derive a base
model. In post-training, common steps include supervised finetuning
(SFT) and alignment. The data used in SFT is human-selected for a
specific task. In this paper, we focus on the pre-training use case.

Distributed training. Training foundation models requires dis-
tributing computation across multiple GPUs. Training frameworks
typically employ 3D parallelism [6, 21], consisting of pipeline par-
allelism (PP), i.e., partioning the model layers between devices [22,
44, 45], tensor parallelism (TP), i.e., splitting individual tensor op-
erations within layers across devices [55, 57], and data parallelism
(DP), i.e., replication of the model across device groups. PP and
TP together are referred to as model parallelism. Nodes within the
same DP group process identical inputs, while nodes across DP
groups receive different data. As an extension to DP, fully-sharded
data parallelism (FSDP) shards model parameters, gradients, and
optimizer states across data-parallel workers [78].

2.1 Training Data and Data Mixing

The data used for pre-training stems from data collections that
include data from various sources, such as Wikipedia, Common

Table 1: Feature comparison of Mixtera and other open-source data loaders.

Mixtera HF Datasets WebDatasets Mosaic Streaming

File formats

jsonl(.zst), parquet,
webdataset

jsonl(.zst), parquet,
webdataset, csv webdataset Mosaic Data Shard,

jsonl, csv
Static filtering declarative using map UDFs using map UDFs using map UDFs
Static mixtures on all properties on filesystem dirs. on filesystem dirs. on filesystem dirs.

Dynamic mixtures on all properties no no no
Native 3D parallelism yes yes, manual rank handling data parallel only yes, for specific rank order

Checkpointing yes using TorchData by replaying, not natively yes
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Crawl dumps, or arXiv papers. Public examples of such collections
include RedPajama [68], Dolma [60], and FineWeb [48]. Besides the
aggregation of data from different sources, data engineers typically
clean the data, which typically involves deduplicating, filtering (e.g.,
the removal of personal identifiable information - PII), and applying
classifiers to the data samples (e.g., to obtain a toxicity score for
each sample). Longpre et al. [36] and Penedo et al. [48] provide a
great overview of the processing steps and their impact.

Data properties and mixtures. Each sample in the resulting
collection has properties, such as its source (e.g., Wikipedia) or its
language (e.g., English). Beyond the filtering operations, ML engi-
neers need to define a data mixture. A mixture describes how the
data is mixed based on their characteristics, i.e., we might train on
50 % data from Common Crawl and 50 % from movie subtitles. The
data can be combined based on multiple characteristics simultane-
ously. For instance, besides Common Crawl and movie subtitles, we
might also use 80% French and 20% Italian data. The granularity
on which the mixture is ensured depends on each training setup
and there is no common agreement. For example, a mixture could
be ensured within a batch, or across a window of several batches.

Mixing algorithms. Selecting the best mixture is critical for
model performance [12, 56, 69, 72]. We differentiate static mixtures,
i.e., mixtures that remain constant over the entire training job, and
dynamic mixtures, i.e., mixtures that change during the training
job. In the last years, several algorithms for finding the best static
mixture or how to adjust the mixture dynamically during training
have been proposed. Algorithms such as DoReMi [69] or the data
mixing laws [72] find the a static mixture via small proxy models.

Curriculum learning is an example of a pre-defined dynamic
mixture. Xu et al. [70] order samples from easy to hard to improve
alignment. The SmolLM2 model was trained on 4 stages of mix-
tures [4]. Multilingual models are often first trained on English
data, and then data from other languages is included [53, 71].

Beyond such pre-defined schedules, there is also work on adapt-
ing the data mixture to the model training dynamics, e.g., by in-
creasing the weight of data domains which have high loss. Albalak
et al. [3] use a multi-armed bandit strategy to adjust the mixture.
Skill-it orders “skills” based on model feedback [12]. Aioli builds
upon Skill-it and provides a unified framework for estimating
the best mixture during training [11]. PiKE relies on gradient in-
teractions [31]. In this paper, we use Adaptive Data Optimization
(ADO) [26] as an example of a dynamic mixing algorithms.

2.1.1 Adaptive Data Optimization. Adaptive Data Optimization
(ADO) is a dynamic mixing algorithm that adjusts the data mix-
ture during training based on the model’s learning progress on
each domain [26]. The key idea is to prioritize domains where
the model shows rapid improvement while considering how much
each domain contributes to its own progress. ADO uses neural
scaling laws to model how the loss 𝐿𝑘 of each domain 𝑘 decreases
with the number of training samples 𝑛. To this end, it fits a power
law �̂�𝑘 (𝑛) = 𝜀𝑘 + 𝛽𝑘𝑛−𝛼𝑘 for each domain. Here, 𝜀𝑘 represents the
irreducible loss of the domain, 𝛽𝑘 is a scaling factor, and 𝛼𝑘 deter-
mines how quickly the loss decreases. The parameters are re-fitted
during training. The algorithm combines two components to de-
termine the mixture weights. First, it estimates the learning speed
for each domain using the derivative of the scaling law. Second,

ADO maintains a credit assignment score 𝜆𝑘 (𝑡) that indicates how
much each domain contributes to its own progress, based on its
recent sampling frequency. These components are combined with
a prior (initial) distribution 𝜇𝑘 to compute an intermediate prefer-
ence distribution 𝜌𝑘 (𝑡). To ensure stability, the final distribution
𝜋𝑘 (𝑡) is then computed as a weighted average between 𝜌𝑘 (𝑡) and
𝜋𝑘 (𝑡)’s temporal average. Additionally, ADO enforces a minimum
sampling probability for each domain. For more details, we refer to
Jiang et al. [26].

3 CURRENT CHALLENGES

We identify three challenges in the status quo of training data
management with current open-source infrastructure.

Challenge 1: High engineering effort for data preparation.

The current approach to preparing training data sets involves many
manual offline steps with general-purpose data processing and
scripting frameworks (Figure 2a). For the offline cleaning step (Sec-
tion 2.1), ML engineers typically leverage data processing frame-
works like Spark [74], Beam [1], Data-Juicer [10], or datatrove [49].

The subsequent data mixing can happen offline or online. If
data is mixed offline, engineers write ad hoc scripts which create a
new mixed copy of the cleaned dataset for each training run. This
makes it difficult to get a quick sense of how a data mixture will
impact model training when exploring different mixing policies.
Some existing data loaders support online data mixing. However,
they only implement it across directories, i.e., they assign a weight
to each directory and sample data according to the weights. Hence,
the directories need to reflect the property we want to mix on, e.g.,
one directory per language or data source. This inflexible approach
neither supports switching the property we mix on nor supports
specifying hierarchical mixtures across arbitrary properties, e.g.,
specify a proportion between Wikipedia and movie subtitles, and
between English and German (c.f. Table 1).

Challenge 2: Inefficient data management on filesystems.

Training data is typically stored and managed as files without a
proper datamanagement system, which can lead to storage overhead,
performance bottlenecks, and consistency issues. Both the source data
and mixed training set are typically stored in formats such as jsonl
or parquet files in a shared, distributed filesystem. Existing data
loaders just wrap around the filesystem and are therefore limited
by its constraints (Table 1). Filesystems are commonly used because
current database management systems are not natively built for
foundation model training data [67]. Using a proper DBMS for such
data would require ML developers to define table schemas and
to orchestrate dataflow from the DBMS to the model training, in
addition to administration overhead to operate the DBMS itself. This
situation is problematic, as (i) both themetadata and actual payloads
are commonly duplicated across training jobs, (ii) filesystems do
not provide an efficient interfaces to query data, (iii) there is no
native way of tracking which model was trained on which data if it
is accessed via general-purpose filesystem calls. Some frameworks
like Megatron [45, 57] even require pre-tokenized data, which leads
to duplication of the even bigger tokenized data files.

Challenge 3: Rapidly evolving research. How to train the
best model on a given dataset is an active area of research, with
many new techniques such as dynamic mixing emerging. Offline
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preparation of the mixture or online mixing based on fixed direc-
tory weights does not support dynamic mixture at all. Even for
researchers who are familiar with the latest mixing techniques,
implementing modern mixing algorithms in a training pipeline is a
painful, tedious, and error-prone task. The codebases for mixing
algorithms are often tailored directly to the training framework,
as well as the data collection and properties used in the respective
papers. This hinders the adoption of new methods and makes re-
searching, reproducing, and comparing different strategies difficult.

4 MIXTERA’S DESIGN

We propose to address these challenges for training data manage-
ment by buildingMixtera, a foundation model training data plane.
We derive the following design goals for such a system.

Goal G1: The system should implement a centralized data layer
that users can conveniently and declaratively query to mix data
across arbitrary properties, independent of the filesystem structure.

Goal G2: The system needs to be lightweight, i.e., not require
many components to set up and be easily integratable into existing
training setups.

Goal G3: While being user-friendly and flexible, the system
needs to ensure high-throughput and determinism (reproducibility).

Goal G4: The system must support adjusting the mixture dy-
namically during the training.

4.1 System Overview and Design

Inspired by the Lakehouse architecture [5], we designMixtera as a
read-only layer that can be deployed on top of existing training data
collections, which are typically stored in a distributed filesystem.
Figure 3 shows the architecture of the system. Mixtera manages a
centralized database of metadata (i.e., properties such as language
or source dataset) of all training data samples (G1). A sample can
be a piece of text (for LLM training) or a text-image pair (for VLM
training).Mixtera assigns every sample a unique ID and proper-
ties instead of treating the training data as a blob of homogeneous,
contiguous data. It allows users to declaratively query the relevant
samples for a training. To be lightweight (G2),Mixtera does not
reorganize or modify the data files on disk. For model training, it
provides a standard iterator that can be used, e.g., in conjunction
with a torch.DataLoader.Mixtera is agnostic to the model train-
ing framework, supports training interruptions using checkpoints,

1 client = MixteraClient("127.0.0.1", 8080)
2 job_id = "test_job"
3 query = Query.for_job(job_id).select(("license","==","CC"))
4 mixture = StaticMixture(
5 { MixtureKey({"language": ["JavaScript"]}): 0.7,
6 MixtureKey({"language": ["HTML"]}): 0.3 },
7 chunk_size=1024)
8 qea = QueryExecutionArgs(mixture=mixture, num_workers=4,
9 dp_groups=1, nodes_per_group=1)
10 rsa = ResultStreamingArgs(node_id=0, dp_group_id=0, job_id=job_id)
11 ds = MixteraTorchDataset(client, query, rea, rsa)
12 dl = torch.utils.data.DataLoader(ds, batch_size=1024, num_workers=4)
13
14 for batch in dl:
15 print(batch)

Figure 4: An example query usingMixtera.

and ensures determinism (G3) through careful shuffling, i.e., for
identical queries, Mixtera always provides data in an identical
order, which is important for reproducibility as well as for debug-
ging issues like loss spikes [15, 27, 50, 64, 79]. It supports adjusting
the mixture during training (G4) by transferring chunks (lists of
pointers to samples) whose mixture can change over time.

Query interface. In Figure 4, we show an example of a query
that statically selects only Creative Commons data, and then mixes
HTML and JavaScript data in a 70:30 ratio during training. Mix-
tera’s implementation takes care of executing the query and ob-
taining the samples without needing to worry about correctness,
even in distributed training. The user only needs to provide the ID
of the node and its data parallel group, which is obtained from the
training framework. Mixtera currently allows to express static fil-
ter operations on properties, and static as well as dynamic mixtures
across all properties (G4). For more details on supported mixture
types, we refer to Section 5.2.2.

Dataflow. Mixtera follows a server-client model. As shown
in Figure 3, the server runs on a node and each training node
runs client instances. Users first register samples at the server to
populate the metadata database. They then can submit queries.
A query is executed at the server in two phases. First, Mixtera
applies static filters from the query (e.g., English-only) to obtain
all samples eligible for training. Second, during training, the server
distributes chunks of that query result to the client(s), which specify
which samples to train on. The server ensures that the chunks are
distributed correctly, i.e., tensor- and pipeline parallel stages receive
the same input data. The server generates chunks according to the
current mixture, i.e., it iteratively takes samples from the query
result generated in the first phase of query execution, such that data
in the chunk follow the current mixture. As an iterable data loader,
Mixtera faces the challenges of determinism and checkpointing.
We address this by shuffling based on the query and support to
load/store the query state.

Chunks.Mixtera does not store the sample payloads, but rather
only themetadata of each sample. During training, the nodes receive
chunks. A chunk is a fixed-size collection of pointers to samples in
files. They tell the client which samples which file to load and train
on (e.g., sample 10 in file wikipedia.jsonl.zst). The files can be
local, in a distributed filesystem, or cloud storage.

Storing and distributing pointers to samples instead has sev-
eral advantages. First, users can store data in their locations of
choice (e.g., an object store, or an distributed filesystem). Chunks
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are independent of the filesystem structure (G1). Second, it allows
Mixtera to support dynamic mixtures (G4), as the data compo-
sition of chunks can change over time. Third, the pointer-model
avoids creating a data fetching bottleneck at theMixtera server.
The server only creates chunks and each client fetches the data
they need. Fourth, we avoid a lock-in effect on Mixtera and al-
low for easy adoption on existing data collections (G2). Last, we
natively support other modalities like images, which would not be
straightforward to ingest at scale into a database.

Mixtures. Users can use any subset of sample properties to
define a mixture. Users can even change the properties that they
mix on during training with dynamic mixture schedules. To handle
this, Mixtera implements a MixtureKey abstraction that allows
users to describe which samples they want to use. The keys also
implement flexible property matching to define which samples to
use during chunk generation (Section 5.2.2).

High-throughput data fetching.The challenge of using chunks
is that we need to handle suboptimal data layout. Files may have
arbitrary property distributions, or might follow a partial structure
(e.g., a file only contains Wikipedia data, but the languages are
distributed randomly). We cannot re-organize data within the ex-
isting files. Formats like jsonl were not built with random access
in mind, but chunks force clients to load individual samples from
files. To avoid data stalls (G3), we implement chunk generation to
use subsequent sample ranges in files if the samples have the same
properties and engineerMixtera’s implementation to fetch those
ranges as efficiently as possible (Section 5.3).

Open source.Mixtera comes as a Python package that provides
the entrypoint for the server and abstractions for the client. Its
codebase, consisting of approximately 11 k lines of Python and C++
(excluding tests), is open-source1. It is rigorously tested with a full
set of unit and integration tests. We are continuously working on
enhancing the system and welcome contributions.

5 IMPLEMENTATION

We explain how sample metadata is managed (Section 5.1) at the
server, how it executes queries and creates chunks (Section 5.2), how
those chunks are parsed at the client (Section 5.3), and give details
on Mixtera’s integration into training frameworks (Section 5.4).

5.1 Sample Management

Mixtera manages samples in a MixteraDataCollection (MDC).
It keeps track of all samples and their properties. The MDC lever-
ages DuckDB [51] as the robust and flexible metadata management
system underlying it. Every registered sample has properties ac-
cording to a schema defined by a MetadataParser, e.g., language.
Representing the structure of training data,Mixtera initializes the
database with three tables for source datasets, files, and samples.
The source dataset can also be ignored and stored as a schema
property instead, to support collections such as The Pile [19] where
data from different datasets is contained within the same files.

MetadataParsers. A MetadataParser is a class that defines
a schema for a data collection and, given a sample, extracts and
returns the properties according to the schema. A schema is a list
of properties which have a type (e.g., string or enum), a nullable
1Available at https://github.com/eth-easl/mixtera.

field, and a multiple field, describing whether a single sample can
take multiple values for this properties, e.g., multiple languages.
Mixtera maps this Python schema to a proper database schema,
comes with a set of pre-defined parsers for common datasets, and
enables users to define custom parsers. For example, there is a parser
for The Pile [19]. Every sample has the property pile_set_name
describing the source dataset. This is a non-nullable, non-multiple,
enum property, since we know the limited set of possible values.

Data types. Based on the parser, Mixtera adjusts the DuckDB
sample table. Propertiesmarked asmultiple getmapped toDuckDB’s
list type, e.g., a multiple string property gets mapped to VARCHAR[].
Enum properties are appropriately inserted into DuckDB. Using
enum instead of strings for properties where all values are known
beforehand speeds up query execution in DuckDB.

Insertion. When inserting (registering) data, the MDC accu-
mulates all relevant files, and prepares the DuckDB table schema.
Then, all files are inserted into the files table, and a pool of workers
in parallel processes all files using the MetadataParser to extract
the sample metadata. We then aggregrate the worker results and
insert it into the database, as DuckDB does not support insertion
from multiple Python process workers. We found that converting
the worker results to columnar pyarrow in-memory tables and then
inserting into the samples table has the highest throughput.

5.2 Server-Side Query Execution

After receiving a query from the client, the server executes it in
two phases. The first phase is performed via the MDC DuckDB-
abstraction and applies static filters to identify all potentially rel-
evant samples, e.g., all non-English samples are filtered out, and
groups consecutive samples into intervals. The second phase con-
structs a specialized data structure called ChunkerIndex that en-
ables efficient, mixture-aware chunk generation.

5.2.1 SQL generation and interval detection. After receiving an
object representation of the query (c.f. Figure 4), similar to ORM
frameworks like sqlalchemy, the Mixtera server generates a base
SQL query from this object. This query returns a table in which
each row represents a sample that the user is interested in.Mixtera
ensures that the generated SQL matches the MDC’s table schema,
e.g., whether a property can have multiple values or not.

A key challenge for Mixtera is efficient random access to sam-
ples within files. File formats like jsonl or parquet are optimized
for sequential reading rather than random access. To address this,
Mixtera implements an interval-based approach: the server wraps
the base filtering query in an outer query that identifies continuous
ranges of samples sharing identical properties within the same file.
Consider the following example result of a base filtering query:

Sample ID File ID Language License

1 1 JavaScript MIT
2 1 JavaScript MIT
3 1 JavaScript MIT
4 1 Python Apache
5 1 Python Apache
1 2 Python Apache

Instead of treating these as six individual samples, Mixtera
identifies three intervals:

• Interval 1: Samples 1-3 (File 1, JavaScript, MIT)
5
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• Interval 2: Samples 4-5 (File 1, Python, Apache)
• Interval 3: Sample 1 (File 2, Python, Apache)

Even though samples 4-5 (file 1) and 1 (file 2) share the same
properties (Python, Apache), they are in different files and thus
form separate intervals. The primary key is formed by the sample
and file ID together.Mixtera constructs a SQL query that processes
the data in multiple stages:
(1) First,Mixtera establishes a Common Table Expression (CTE)

named base_data that contains the filtered samples:

WITH base_data AS (
-- Our generated base filtering query here, e.g.,
SELECT * FROM samples WHERE license = 'MIT'),

(2) Next, Mixtera identifies breaks in the sample sequence us-
ing window functions. The grouped_samples CTE calculates
the difference between consecutive sample IDs within groups
sharing the same properties:

grouped_samples AS (
SELECT *, sample_id - LAG(sample_id, 1, sample_id)
OVER (PARTITION BY file_id, lang, license

ORDER BY sample_id) AS diff
FROM base_data),

Here, a diff value of 1 indicates consecutive samples, while
any other value indicates a break in the sequence.

(3) The intervals CTE then groups the sequences into intervals:

intervals AS (
SELECT file_id, lang, license,

SUM(CASE WHEN diff != 1 THEN 1 ELSE 0 END)
OVER (PARTITION BY file_id, lang, license

ORDER BY sample_id) AS group_id,
MIN(sample_id) as int_strt, MAX(sample_id)+1 as int_end

FROM grouped_samples
GROUP BY file_id, lang, license, diff, sample_id)

The group_id is incremented when there is a break in the
sequence, creating unique identifiers for each interval.

(4) Finally,Mixtera aggregates the results to get the final intervals:

SELECT file_id, lang, license, group_id,
MIN(int_strt) as interval_start, MAX(int_end) as interval_end

FROM intervals
GROUP BY file_id, lang, license, group_id
ORDER BY file_id, interval_start;

While we initially implemented the interval aggregation within
Python, letting DuckDB optimize and parallelize the calculation of
the interval is more efficient. This optimization can only improve
I/O if samples within files are clustered by properties and not ran-
domly distributed. For example, if a user has a file structure based
on the source dataset and mixes based on that,Mixtera can heavily
leverage the range optimization and just read, e.g., all Wikipedia
samples from the sample file. If the user decides to now mix on
language as well, there might only be local clusters within the files.
Since Mixtera is read-only by design, it cannot re-shuffle data.

5.2.2 Chunk generation. The chunk generation algorithm is based
on the ChunkerIndex data structure, which organizes sample ranges
by their properties. This data structure is generated based on the
output from the interval query. Before explaining its construction,

we first introduce the key abstraction that enables flexible property
matching: MixtureKey.

MixtureKey abstraction. A MixtureKey represents a set of
properties and their values, e.g., language being English and li-
cense being MIT. A property in a key can have multiple values. A
key matches another if their lists of values intersect for all prop-
erties they share. This matching is crucial because the resulting
interval table from DuckDB contains the full cross-product of all
properties—a sample might have values for language, license, size,
topic, and more—while a mixture specification typically considers
only a subset of these properties. For example, a mixture might
specify language:English to select English text regardless of li-
cense, while the underlying samples are stored with full prop-
erty information (e.g., language:English,German;license:CC
and language:English;license:MIT). The flexible matching en-
ables finding all samples that satisfy certain properties while ig-
noring irrelevant attributes they might have. It also allows us to
define mixtures on multiple properties with multiple values, instead
of being limited to a single property (c.f. Section 3). To ensure deter-
ministic behavior, we implement a total ordering over keys based
on the number of properties, property names, and their values. We
sometimes refer to a specific MixtureKey as a domain, e.g., the key
for language:English defines the domain for English samples.

The ChunkerIndex. The ChunkerIndex is a nested mapping
from MixtureKeys to sample locations. We refer to keys in the
ChunkerIndex as component keys. For each unique combination of
all available properties and values, the index maps to dataset IDs,
which in turn map to file IDs and finally to sorted lists of intervals
of samples which share the properties and values as specified in
the MixtureKey. While the index maintains the complete property
information of samples, the matching semantics allows us to ef-
ficiently query arbitrary subsets of these properties. Consider a
simplified example where we represent MixtureKeys as strings. A
fragment of the ChunkerIndex might look like:

{ "language:JavaScript,HTML;license:MIT": {
ds_1: {
file_1: [(1,4), (10,15)], # half (right) open ranges
file_2: [(1,2)]

}},
"language:Python;license:Apache": { ds_1: { file_1: [(1,2)] }}}

In this example, a query for language:JavaScriptwouldmatch
the first key despite it having the additional license property and
two assigned languages. This demonstrates how the MixtureKey
matching allow to work with the full property/value cross-product
in the index while supporting mixtures on subsets of properties.

Building the ChunkerIndex. The index is built in parallel in a
C++ extension, processing the interval table fromDuckDB provided
in Apache Arrow format. Operating on the Arrow table in Python
would be too slow due to Global Interpreter Lock (GIL) constraints.
Using multiprocessing to circumvent the GIL would require ex-
pensive pickling of nested dictionaries. Our C++ implementation
uses multithreading and only acquires the GIL at the end when
creating the final Python result object.

Each C++ worker thread maintains a local index for a subset of
the data. For each row (interval), each worker constructs a C++-
representation of the MixtureKey, inserts the interval into its local
index under this key, maintaining sorted order within each file’s
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Algorithm 1: Chunk generation algorithm. Some early
exits and details are omitted for readability.
1 Initialize remaining_counts from mixture;
2 chunk← ∅;
3 progress← true;
4 while ∃key : remaining_counts[key] > 0 and progress do
5 progress← false;
6 foreach mixture_key in remaining_counts do
7 foreach component_key in chunker_index do

8 if mixture_key matches component_key then

9 Take up to remaining_counts[mixture_key]
samples from
chunker_index[component_key];

10 if got > 0 samples then
11 Add samples to chunk;
12 Update remaining_counts;
13 progress← true;

14 if remaining_counts[key] > 0 and is best-effort then
15 Redistribute remaining counts to other keys;

16 if ∀key : remaining_counts[key] = 0 then
17 return chunk;

interval list. After parallel processing, the local indices are merged,
combining interval lists while preserving their sorted order. In the
end, we convert the index to Python objects, which often is the
most expensive operation of this process.

Chunk generation. A mixture in Mixtera is represented as
a mapping from MixtureKeys to their target proportions within a
chunk. Given a chunk size that describes how many samples each
chunk should contain, these proportions are converted to absolute
counts following the largest remainders quota method. Users can
set a mixture to be strict, requiring exact proportions, or best-effort,
allowing to continue to generate chunks even if the mixture cannot
be exactly fulfilled. The chunk generation algorithm (Algorithm 1)
iteratively constructs chunks that conform to the current mixture.
This algorithm supports dynamic mixture, as the mixture can be
changed between chunks.

Similar to the ChunkerIndex, a chunk is also structured as a
hierarchical dict with keys and files pointing to lists of ranges. This
chunk can be parsed on a training node by loading the sample
ranges from the files (Section 5.3). While the ChunkerIndex uses
all properties/values as MixtureKeys (component keys), a chunk’s
keys are identical to the mixture’s keys, which might only contain
a subset of properties.

For each key in the mixture, the algorithm keeps track of how
many samples we still need to put into the chunk that is currently
being generated (remaining_sizes). For each key in the mixture
(line 6), it checks whether it matches a component key in the chun-
ker index (lines 7-8). If we find a match, we try and obtain samples
(ranges) from the ChunkerIndex for this component key (lines 9+).

A call to obtain samples for a component key can return fewer
samples than requested, e.g., if we are looking for JavaScript data

and we need 5 samples, but we only have 3 JavaScript/MIT licensed
samples, the according component key can only return 3 samples.
Requesting 𝑛 samples is implemented as requesting𝑚 ranges (from
potentially multiple files) such that the overall number of samples
in the returned list of ranges is ≤ 𝑛. The lists of ranges per file are
merged into the existing sorted list of ranges. Mixtera’s imple-
mentation uses Python generators that yield ranges of samples and
accept the number of samples needed as input through the Python
generator’s send mechanism. This hides the complexity of the take
samples operation. It also allows for efficient, stateful iteration over
the available ranges while maintaining control over how many
samples are returned in each request. There is one generator per
component key that returns the ranges containing 𝑁 samples based
on the ChunkerIndex but ensures ranges are split such that never
too much data is returned.

If after traversing all component keys we did not find sufficient
samples for a key in the mixture, in strict mode, chunk generation
fails. In best-effort mode, the algorithm redistributes any unfulfilled
counts to the remaining mixture components proportionally to
their original ratios. For example, if we need 100 JavaScript samples
but only find 80, the remaining 20 samples would be proportionally
distributed among other components. To avoid infinite loops, we
only distribute samples to keys on which we were able to find any
samples in the last iteration.

Mixtera’s implementation of this algorithm ensures determin-
ism because (1) the mixture’s keys are processed in a consistent
order and (2) when multiple component keys match a mixture key,
they are considered in a deterministic order based on a seeded shuf-
fle of all possible keys. This approach ensures that identical queries
with identical mixtures always produce identical chunks, important
for training debugging and reproducibility [15, 27, 50, 64, 79].

Mixtera also supports an alternative, arbitrary chunk generation
algorithm. It does not require any specified mixture and builds up
chunks by iterating over the component keys, moving on to the
next one when one key is depleted. This can be useful if the data is
completely property-free and guarantees maximum throughput as
all ranges are consecutive.

Mixture types. All mixture classes implemented in Mixtera
share a common interface that converts their specifications into a
mapping from MixtureKeys to sample counts per chunk, used by
the chunk generation algorithm:
– Static Mixture: Users explicitly specify fixed proportions for dif-

ferent property combinations (Figure 4). This supports arbitrary
properties and is not limited by, e.g., directory boundaries.

– Inferring Mixture: Automatically derives mixture proportions
from the data distribution in the query result: This is useful when
users want to maintain the natural distribution of properties.

– Hierarchical Mixture: An advanced static mixture that allows to
specify nested property relationships. For example, users can
define that 50 % of the data should be legal texts, and within that,
60 % should be in English and 40% in French. Mixtera automati-
cally flattens this hierarchy into appropriate MixtureKeys.

– Mixture Schedule: A “meta mixture” that allows for temporal
changes in mixture composition by defining a sequence of mix-
tures that activate at specific training steps. This enables curricu-
lum learning with predefined schedules.
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– Dynamic Mixture: Allows adaptation ofmixture proportions dur-
ing training based on feedback (e.g., loss) from the model. If an
algorithm is already supported byMixtera (e.g., ADO), it can
be used directly.
Chunk distribution. In distributed training, it is important to

guarantee that all nodes within the same data parallel group operate
on exactly the same input tensors. Mixtera’s ChunkDistributor
wraps around the chunk generation component, and hands out
chunks correctly to the training nodes, i.e., the same chunks in the
same order to nodes within the same group, and different chunks
to nodes in different groups for data parallelism. To this end, the
clients need to register at the server with their respective node and
group identifiers. To avoid redundant serialization overhead, the
distributor caches chunks in serialized form until all nodes in a
group have received them.

5.2.3 Networking. We implement a TCP-based client-server proto-
col. The server uses Python’s asyncio framework to handle multiple
concurrent client connections. The protocol is message-based, with
eachmessage consisting of a task identifier followed by task-specific
payload data. Tasks for example include the execution of a query
or sending out a new chunk to a client. To handle network issues
gracefully, the client implementation includes automatic reconnec-
tion with exponential backoff and configurable timeouts. Larger
data transfers, such as chunk transmission, use efficient streaming
to avoid memory issues.

5.3 Client-Side Reading

Mixtera’s client-side abstractions offer a generator that yields
data samples for a query at the server. This generator internally
follows a two-level nested iteration pattern: an outer iteration over
chunks and an inner iteration over samples within each chunk. The
outer iteration hides the complexity of network transfer and chunk
generation, while the inner iteration hides the complexity of going
from pointers in the chunk to actual samples. We discuss this inner
step, i.e., how, given a chunk, we yield sample payloads.

Processing modes. A chunk can be processed in three mixture
processing modes with different trade-offs. The modes influence in
what order samples are yielded, i.e., in what granularity the mixture
is guaranteed, and whether string samples or tokenized sequences
are yielded. All modes begin by instantiating one active iterator per
property combination. These iterators traverse files and ranges for
their respective properties in a randomized order while maintaining
sequential reading within consecutive ranges for I/O efficiency.

Overall mixture mode. This mode processes active iterators
in a randomized round-robin fashion until depletion. This ensures
the mixture ratio is maintained at the chunk level.

Window mixture mode. This mode guarantees the mixture
on a window smaller than the chunk size. Similarly to chunk gen-
eration, we determine how many samples per property we yield
within a window. We then go through the properties in a random-
ized, round robin fashion until a window has been yielded, and
start again. This mode can operate in best-effort (continues after
mixture cannot be guaranteed) or strict mode (stops at the first
window where the mixture cannot be maintained). In strict mode,
the number of overall samples yielded from the chunk might be
smaller than the chunk size.

Tokenized mixture mode. This mode extends the strict win-
dow mode. It wraps the active iterators with a tokenizing iterator
that takes the incoming string samples, tokenizes them, and yields
tokenized samples (integer lists) with the correct sequence length.
By setting the window size equal to the chunk size we guarantee
that each chunk at least yields one window of tokenized samples.
This mode is important for handling imbalanced collection with
significantly varying text lengths. For example, in the The Pile [19],
an average sample from the Books3 domain is much longer than
one from the PubMed Abstracts domain.

Without tokenization, one string sample may correspond to
potentially order-of-magnitudes more tokenized samples, which
can heavily disturb the actual mixture seen during training. While
this mode ensures precise mixture ratios at the token level, it may
result in partial utilization of longer samples. This is an inherent
issue of unbalanced datasets, andwhileMixtera provides flexibility
to handle it, the best approach is to process the datasets such that
samples are (roughly) of similar size.

File reading. The active iterators wrapped by the processing it-
erators shuffle the file order but maintain sequential reading within
files. This acknowledges that formats like jsonl and parquet are
optimized for sequential rather than random access, and enables
us to linearly iterate through the sorted lists of ranges per file. The
complexity of reading different file formats internally is hidden by
abstractions for each format. Using the xopen library we support
both compressed and uncompressed jsonl. We optimize the read-
ing of parquet files by calculating and loading only the relevant the
row groups, and build upon pyarrow’s parquet-batched-reading
implementation. WebDatasets is the only format supporting ran-
dom access to samples, and we implement support using the wids
library. The format also gives us the option to store text-image
pairs, as it can contain different modalities. To mitigate latency
from initial file operations that we observed on distributed filesys-
tems,Mixtera employs a prefetching iterator that uses background
threads to hide file opening latency.

Determinism. All random operations are seeded based on the
current chunk, ensuring identical behavior across nodes. Combined
with the server-side chunk generation and distribution, this guar-
antees that all clients within a data parallel group yield exactly the
same samples in exactly the same order. This property is crucial
for both reproducibility across runs and correctness in distributed
training. We validated this using a suite of integration tests as well
as the dataloader verification test provided by nanotron.

Dataset abstractions. Training frameworks typically require
specific dataset interfaces that supports multiprocessing with
worker processes. Besides a general purpose interface, Mixtera
offers a class extending torch’s IterableDataset, and a class com-
patible with the huggingface API. Each worker process at each node
operates on its own chunk.

5.4 Framework Integration

Mixtera integrates into the training framework for checkpointing
and transferring model feedback (e.g., per-domain loss).

Checkpointing.Mixtera’s API offers a function to be called on
checkpoint. In order to restore from checkpoint, we need to know (i)
which chunks have been handed out to which nodes and (ii) which
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Table 2: Model configurations.

Hid. Dim. Interm. Dim. KV-Hds. Q-Hds. Layers RoPE-𝜃

162M 768 2 048 12 12 12 10 000
1.6B 2 048 5 464 16 16 24 10 000
3.6B 3 072 8 192 8 24 28 500 000

data loader worker processes have yielded how many samples for
each node. Mixtera implements (i) using the ChunkDistributor,
which caches the query and the current state on checkpoint and is
able to restore the in-memory state of the iterators for chunk gener-
ation based on this information. For (ii) the MixteraTorchDataset
uses a shared memory segment to share with the main training
process the status of the data loader workers. When we restore
a checkpoint, we restore the state at the server, hand out the last
chunks to each worker that they were working on, and then at the
workers discard the previously yielded samples.

Training feedback. Dynamic mixing algorithms require a loss
per property domain. Mixtera offers a simple function to forward
this information to the server. Users still need to adjust the training
framework. The loss implementation needs to be adjusted s.t. it is
not immediately reduced but stored per domain. The per-domain
losses along all training nodes need to be synchronized, e.g., via
all-reduce, before passing it to Mixtera.

6 EVALUATION

We evaluateMixtera to answer the following questions:
(1) How can we integrate dynamic mixing algorithms into Mix-

tera and what role do mixtures play for model accuracy?
(2) How doesMixtera’s throughput compare to other data loaders

and how well does it scale?
We explore the first question in a dynamic mixture case study

on LLMs (Section 6.1) and a static mixture case study for VLMs
(Section 6.2); the second question is explored in throughput bench-
marks (Section 6.3). We conduct our experiments on the Clariden
partition of the Alps supercomputer of the Swiss National Super-
computer Centre. Clariden consists of HPE Cray Supercomputing
EX254n blades, each hosting two Quad GH200 nodes. Each node
contains 4 interconnected groups of a Grace CPU with 72 cores,
128GB DRAM, and a H100 Hopper GPU with 96GB of HBM. The
nodes are connected using 200Gb/s HPE Slingshot interconnect.
We refer to Fusco et al. [18] for a more detailed analysis of the
Alps supercomputer. The machines run Ubuntu Server 24.01 LTS
with kernel 5.14.21, and we build upon the NVIDIA NGC 25.01
container with Python 3.12, a nightly build of PyTorch 2.6, NVIDIA
driver 550.54.15 and CUDA 12.8. We add support for Mixtera and
other data loaders on our fork of torchtitan (commit d989842)2 [32].
Torchtitan is part of the Pytorch ecosystem and straightforward
to set up. We use Llama3-like models whose configurations can be
found in Table 2. The 162M and 1.6B models are based on Jiang et
al. [26], while 3.6B follows Meta’s Llama 3.2 model. They do not
have the same parameter count as torchtitan does not tie the weight
embeddings. Our training and benchmarking data is based on The
Pile [19]. We heuristically split long samples with more than 3000
words, with max. 10 k samples per file.

2Available at https://github.com/eth-easl/torchtitan-mixtera.

6.1 Dynamic Mixing using ADO

We first demonstrate how to implement dynamic mixing algorithms
inMixtera, taking the ADO algorithm (Section 2.1.1) as an example.
We show how dynamic mixing can improve model performance
during pre-training. Dynamic mixing algorithms are an active area
of research [3, 11, 12, 26, 31] andMixtera facilitates exploration.

Mixtera implementation. The original ADO implementation
updates the current mixture 𝜋 after every step and samples the
next batch based on this distribution. The distribution is updated
based on the per-domain loss from the previous step. This does
not fully match Mixtera, which can only use a new mixture when
generating a new chunk. Each chunk thenmay yield several batches
of data with the same mixture. We still send the per-domain losses
on every training step at the client to update ADO’s internal state at
the server. Whenever a new chunk is generated, the current mixture
𝜋 from ADO is queried (Algorithm 1), and the server generates a
chunk according to that mixture. This introduces some slack since
we do not use a new mixture on every batch. However, due to the
stochastic nature of sampling, we do not find this to be an issue.

The only change needed in training clients is the implementation
of a per-domain loss. For this, the loss function (e.g., cross-entropy)
needs to be called without reduction, which gives a loss per token.
AsMixtera provides which token belongs to which domain, we
can aggregate the losses per domain. We then perform an all-reduce
operation across all training nodes to get the global per-domain
losses and send this to the server.

While the original implementation of ADO is fully tied to their
training framework and data setup,Mixtera is agnostic to the train-
ing framework. While developing, we switched from nanotron [24]
to torchtitan [32]. No changes in Mixtera were required. Only
the per-domain loss module at the training framework is required.
This showcases the benefit of having a system likeMixtera that
decouples the mixing from the training framework.

Training setup. We base our setup on Jiang et al. [26]. In addi-
tion to their 162M and 1.6B architectures, to test how ADO scales to
the latest model architecture, we try a 3.6B model (Table 2) follow-
ing Llama-3.2-3B from Meta, including its tokenizer. The 162M
and 1.6B models use the EleutherAI/GPT-NeoX-20B tokenizer. All
models use a sequence length of 2048. For ADO, we follow the
codebase and discard the first 500 steps for fitting the scaling laws,
start with fitting the scaling laws at step 1 000, and then re-fit the
laws every 1 000 steps with a subsampling frequency of 10. We also
follow the codebase and “use the same step size” for all domains.
Instead of using the count of how often a domain has been sampled
to fit the scaling laws like in the paper, we follow the ADO codebase
and average the total sample counts evenly across all domains. We
train all models with non-strict token-level mixtures, a learning
rate of 0.001 with a linear warmup for 500 steps and linear decay
until the final step, and the AdamW optimizer, for 30 000 steps. For
162M/1.6B, we use 64 GPUs with a microbatch size of 32, and for
3.6B we use 128 GPUs with a microbatch size of 16, resulting in a
global batch size of 2048 and total 125 B tokens. As mixtures, we
test ADO, the default weights as in the DoReMi paper [69], and
on 162M/1.6B, the “natural” weights by Jiang et al. [26] which are
optimized for the NeoX tokenizer.
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Table 3: Task performance and perplexities across models, checkpoints, and mixtures. ↑/↓ indicate higher/lower is better.

Model Steps Mixture HellaSwag ↑ WinoGrande ↑ ARC-E ↑ ARC-C ↑ LogiQA2 ↑ Lambada (OAI) ↑ OpenBookQA ↑ PIQA ↑ SlimP. PPL ↓ Pile PPL ↓

162M

15 k
ADO 0.28 0.49 0.43 0.20 0.23 0.29 0.19 0.61 58.19 66.88

Default 0.28 0.52 0.44 0.19 0.23 0.29 0.18 0.61 59.13 69.52
Natural 0.28 0.52 0.41 0.18 0.23 0.26 0.16 0.61 57.54 69.85

30 k
ADO 0.29 0.50 0.44 0.19 0.23 0.31 0.17 0.62 52.62 61.82

Default 0.28 0.52 0.44 0.20 0.23 0.34 0.16 0.62 53.55 64.39
Natural 0.29 0.54 0.44 0.19 0.24 0.31 0.16 0.63 52.78 65.03

1B

15 k
ADO 0.37 0.54 0.51 0.23 0.25 0.52 0.20 0.70 30.07 32.20

Default 0.35 0.54 0.52 0.23 0.22 0.47 0.17 0.68 29.34 33.02
Natural 0.35 0.54 0.52 0.23 0.23 0.50 0.17 0.68 31.31 34.40

30 k
ADO 0.40 0.55 0.55 0.26 0.23 0.54 0.23 0.71 25.89 29.05
Default 0.38 0.56 0.56 0.24 0.22 0.56 0.21 0.70 25.10 28.65

Natural 0.38 0.56 0.55 0.25 0.22 0.57 0.21 0.69 26.55 29.83

3B
15 k ADO 0.42 0.56 0.57 0.25 0.24 0.59 0.21 0.71 25.78 23.00

Default 0.38 0.54 0.52 0.25 0.24 0.50 0.20 0.68 26.21 24.73

30 k ADO 0.45 0.59 0.60 0.28 0.24 0.59 0.24 0.73 22.22 20.52

Default 0.42 0.56 0.59 0.26 0.24 0.57 0.23 0.70 22.52 21.79

Evaluation metrics.We follow Jiang et al. [26] and report both
downstream task performance as well as perplexity. For down-
stream tasks, we report performance on HellaSwag [75], Wino-
Grande [54], ARC-Easy and ARC-Challenge [13], LogiQA2 [35],
Lambada OpenAI [47], OpenBookQA [40], and PIQA [7]. For per-
plexity, we report the average unweighted token perplexity on (i)
the validation set of The Pile [19], and on (ii) SlimPajama [59] as a
dataset we did not train on.We collect all metrics using EleutherAI’s
lm-eval-harness [20], and use the unnormalized accuracy.

ADO algorithm performance overview. Table 3 shows the
performance of all models and mixtures for a checkpoint after 15 k
and 30 k steps. We mark in bold the best value within a model/step
group. In contrast to Jiang et al. [26], we find that on the 162Mmodel,
the default mixture is quite competitive across benchmarks. For the
final checkpoint (30 k), ADO achieves the best (lowest) perplexity
on both SlimPajama and The Pile, but it does not consistently beat
the static mixtures as reported in the ADO paper. However, analysis
of the textual outputs reveals that the quality of generated text from
this small model is limited across all configurations.

For the larger 1B model, ADO is particulary strong on the in-
termediate checkpoint, which shows an improvement in time-to-
accuracy. For the final checkpoint, on some benchmarks, the static
mixtures perform on-par or marginally better than ADO, but on
others, such as HellaSwag, ADO clearly beats the static mixtures.

On the 3B model, ADO beats the static default mixture on both
checkpoints across all benchmarks. While Jiang et al. [26] report
that ADO performs best on the smaller scale model, we find that
ADO performs better on larger models. Since ADO’s official repos-
itory is tightly coupled with the training framework, even after
corresponding with the authors, we were not able to identify the
root cause of this, partly also because their code is bound to training
on specific cloud instances. This shows that a common codebase for
data mixing decoupled from the training framework is beneficial
and help developers integrate the latest algorithms into their setups
(Section 3).

Performance over time. To demonstrate how different tasks
behave over the training, we show the performance of the 1B model
on HellaSwag, OpenBookQA, and ARC-Easy for all training check-
points in Figure 5. Every benchmark exhibits different behavior. For

HellaSwag, we can clearly see that ADO consistently increases its
margin over the static mixtures. For OpenBookQA, ADO performs
well especially in the intermediate checkpoints, and the static mix-
tures greatly improve towards the end. For ARC-Easy, all mixtures
behave similarly. This motivates future research on data mixing
using Mixtera. For example, we might be able to use intermediate
evaluations instead of loss to dynamically adjust the mixture.

Mixture over time.We showcase the mixture over time for the
six largest domains in Figure 6. Around step 21 k, we run out of
data for the Books3 domain, andMixtera’s best-effort algorithm
re-distributes the weight proportionally to the other domains. This
happens because The Pile’s samples are very imbalanced in size, i.e.,
the average sample in Books3 has around 538 KiB, while the average
Pile-CC sample has 4 KiB. While we split long samples heuristically,
there still is some waste due to token-level mixtures. Unlike Jiang
et al. [26], we do not observe that other models/tokenizers lead to
different mixtures. Notably, the more parameters, the higher the
weight of Books3, and the lower the weight of PubMed Central. On
the 3.6B model, OpenWebText2’s weight even surpasses PubMed
Central’s weight before step 5 000.

Takeaways. Dynamic mixture algorithms can improve model
accuracy. ADO scales beyond the 1.6B model tested in the orig-
inal paper, beating the default weights on the 3.6B model on all
benchmarks. Our experiments also demonstrate that a synchronous
algorithm, which uses a new mixture at each training step, adapts
to Mixtera’s chunking system. We observe some discrepancies
on the 162M model, which highlights the importance of having
a common, open-source data mixing platform like Mixtera that
facilities debugging and reproducibility.

6.2 Multimodal LLaVA Finetuning

We are not aware of prior work on the impact of data mixtures
on VLMs. To showcase Mixtera’s multimodal capabilities, we
evaluate the impact of static mixtures for finetuning a LLaVA-style
model [34]. The LLaVA framework trains an adapter between a pre-
trained image encoder and a pre-trained LLM, and then fine-tunes
the adapter and LLM on visual instruction-following data.

Training setup.We base our training setup on the TinyLlaVA
Factory codebase by Jia et al. [25]. We rely on a recipe from the
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Figure 5: Performance of the 1B model on HellaSwag, OpenBookQA, and ARC-Easy, measured every 2 500 steps.
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Figure 6: Mixture for the 1B model for the 6 largest domains.

Factory and use google/siglip-so400m-patch14-384 [2] as the
vision encoder, TinyLlama/TinyLlama-1.1B-Chat-v1.0 [76] as
the LLM, and a 2-layer MLP as the adapter [62]. We train all models
on one GH200 node with 4 data parallel GPUs. For pre-training,
we use a global batch size of 512 with a learning rate of 0.001,
and for finetuning use a global batch size of 128 with a learning
rate of 0.00002. We use a chunk size of 256, a cosine learning rate
scheduler and the Adam optimizer. We follow Liu et al. [34, 61]
and pre-train the adapter on a 558 k subset of the LAION-CC-
SBU dataset with BLIP captions. For finetuning, we follow the
TinyLLava Factory “LLaVA dataset” and use 665 k samples from
six datasets (COCO [33], GQA [23], OCR-VQA [41], TextVQA [58],
and VisualGenome (VG) [28], and LLaVA’s text-only SFT annota-
tions [34]) [65]. We pre-train the adapter once, and then vary the
proportions of the finetuning datasets. We randomly generate 256
mixtures for finetuning. Since the number of datapoints in com-
parison to LLM training is small, we use a best-effort mixture and
ensure we go through all samples exactly once. All models see the
same data, but in different order.

Benchmarks.We evaluate the models on the GQA [23], SQA-
IMG [37], TextVQA [58], POPE [30], MME [17], and MMMU [73]
benchmarks. We collect all metrics using TinyLLaVA Factory.

Results. In Table 4, we show the results reported by Jia et al. [25],
the results we obtain using the inferring mixture (Section 5.2.2),
and three mixtures out of the generated mixtures that perform
well. While the inferring mixture does not achieve their reported
results, this could be either due to different data dynamics in their
training, or due to a different evaluation setup we cannot reproduce
as their model weights are not public. Nevertheless, in particu-
lar on MME/MMMU/POPE, the mixtures outperform the baseline.
Mix. #252 is weighted towards TextVQA (29.1 %) and OCR-VQA
(19.5 %), with equal proportions of COCO (21.9%) and VG (21.9 %);
GQA (4.0 %) and SFT annotations (3.6 %) contribute minimally. Mix.
#107 places a large emphasis on SFT annotations (28.9 %) and VG
(27.4 %), followed by COCO (25.5 %); GQA (5.3 %) and TextVQA
(5.1 %) have lower representation, while OCR-VQA (7.8 %) remains

Table 4: VLM scores for hand-picked mixtures.

Model SQA-IMG TxtVQA GQA MME MMMU POPE

Jia et al. [25] 64.0 49.6 58.6 1256.5 28.3 86.3
Infer. Mix. 55.88 37.92 54.63 1238.76 29.4 86.6

Mix. #252 63.01 43.87 56.14 1268.05 30.4 85.7
Mix. #107 58.50 45.18 58.36 1283.62 30.1 85.54
Mix. #155 57.14 42.37 57.14 1290.06 29.3 86.63

a minor component. Mix. #155 prioritizes OCR-VQA (30.3 %) and
TextVQA (25.7 %), and SFT annotations (22.7 %); VG (13.2 %) and
COCO (6.9 %) are underrepresented, while GQA (1.2 %) is least uti-
lized. Overall, despite seeing the same samples globally, the mix-
tures play a big role for model accuracy. Exploring mixtures for
pre-training of VLMs and adapting dynamic mixtures to VLMs are
promising future work directions.

6.3 Throughput Benchmarks

We now focus on throughput and compare Mixtera with other
data loaders across various configurations. Mixtera’s goal is to
avoid data stalls, i.e., training throughput should not be reduced
because we are waiting for data [29, 42, 43, 77]. Hence, we measure
throughput in tokens per second in actual workloads. Note that
smaller models and more data parallelism increase the pressure on
the data loader, while larger models reduce the pressure. If a data
loader can sustain training small models at scale on a high-end
platform like the GH200, its performance is sufficient for other
scenarios as well.

Besides Mixtera with chunk sizes of 512, 1024, and 2048, we
benchmark the iterable HuggingFaceDataset by Torchtitan (Hf-
Iter), amapped version (Hf-Map), theMosaic StreamingDataset [63]
(Mosaic). The difference between Hf-Iter and Hf-Map is that sim-
ilar to Mixtera, Hf-Iter loads and tokenizes the data on the fly,
while Hf-Map preprocesses all data, including tokenization. We
evaluate throughput on the 162M model since larger models only
lead to lower throughput. We always use FSDP since Torchtitan
only enables bfloat16 training if sharding is used.We activate com-
pilation, disable activation checkpointing, and use fused AdamW.
We measure throughput for 30 steps, discarding the first step. We
repeat all measurements three times, i.e., in total we have 3x30 steps.
We use the huggingface EleutherAI/gpt-neox-20b tokenizer for
all data loaders. We store all data on the Iopsstor SSD-backed
Lustre DFS in the Alps cluster.

Single-node. We train on a single GH200 node with 4 GPUs.
We use 2 data parallel replicates and shards. In Figure 7 we show
the throughput for the data loaders depending on the number of
data workers. We test up to 16 workers, where 0 workers indicate
that data is loaded in the same process as the main training loop.
We only show results up to 4 workers due as throughput does not
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Figure 7: Data loader throughput depending on the number

of workers. The number in brackets indicates the chunk size.

increase further. The error bars show the standard deviation of
the throughput. Without data workers,Mixtera has the highest
average throughput; with one worker, the other data loaders reach
their peak performance.

Mixtera performs worse than the other loaders with a lower
number of workers due to the random access into the files. For every
sample, it needs to open the file, seek to the correct position, and
load the data, instead of bulk-transferring all the data as the other
data loaders can do. This leads to the higher variance in throughput
indicated by the error bars, which overall leads to a lower average.
However, with a higher number of workers, the variance in data
access gets hidden. When using 4+ workers, Mixtera performs
almost identical to the other data loaders. Additionally, increasing
the chunk size also helps, and for the 0 worker case,Mixtera with
a chunk size of 1024 or 2048 even has a higher average throughput.

This benchmark setup is quite extreme, as we train a very small
162Mmodel on an extremely fast GPU. Nevertheless, just by adding
some workers, which comes at no overhead beyond some CPU
resources, Mixtera reaches competitive throughput despite its
more complicated model.

Scaling out.We investigate how the data loaders scale for larger
training jobs with higher data parallelism. We scale up to 64 GH200
nodes with a total of 256 data parallel GPUs. We find that using a
maximum number of 16 replication GPUs works best. For 4, 8, and
16 GPUs, we use half the GPUs as replication, and shard across the
rest. The results with 8 data workers can be found in Figure 8. All
data loaders scale perfectly linear. For larger number of GPUs, the
throughput variance increases a bit for all systems. We attribute
this to the random assignment of nodes in the cluster by the slurm
scheduler across the 3 repetitions. We do not test pipeline or tensor
parallelism as (i) this is not necessary for the 162M model (and a
larger model would only stress the data loaders less), (ii) the data
loaders besides Mixtera do not easily support 3D parallelism, (iii)
increasing data parallelism increases the load on the system more.

File formats.All previous benchmarks use uncompressed jsonl
data. We test compressed jsonl (jsonl.zst), parquet, and the
webdatasets format in the data loaders that support them. No-
tably, only Mixtera supports all of these formats. We find that the
underlying file format does not impact the training throughput and
therefore omit a plot. This observation holds across different num-
bers of data workers, where we also observe minimal performance
variation among the data loaders.

6.3.1 Query execution. Mixtera executes the query in DuckDB
and generates the ChunkerIndex before we can start training. On
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Figure 8: Data loader throughput when increasing the num-

ber of data parallel nodes.

our Pile dataset with 241M samples, DuckDB takes 29 s, and prepar-
ing the index takes 18 s due to our C++ implementation. Optionally,
we can also persist an initial state checkpoint of the query, which
due to serialization of nested Python dictionaries takes 13min.
This is only necessary if checkpointing should be supported. Future
checkpoints can then be stored in milliseconds.While the streaming
Hf-Iter data loader can basically start streaming data immediately,
the Hf-Map data loader, the default in nanotron, loads and tok-
enizes the data first, taking 2 h 51min for this dataset. However,
what needs to be considered is that for streaming data loaders such
as Hf-Iter orMosaic, in many scenarios, users would also need to
run more offline preprocessing, e.g., to perform static filtering, or
reshuffling the data if we want to mix on a different property. Mix-
tera avoids this offline preprocessing completely, and, besides an
optional state checkpoint, starts streaming data in under a minute.

7 CONCLUSION AND FUTUREWORK

Managing training data at scale requires data management sup-
port. We present Mixtera, a training framework-agnostic data
plane for foundation model training. Using its chunking mecha-
nism, it supports dynamic mixtures across arbitrary properties. We
demonstrate Mixtera’s performance and scalability, as well as the
importance of mixtures on both LLMs and VLMs. For future work,
it is interesting to extend the analysis to the cloud, i.e., using a
service like S3 as the underlying storage layer.Mixtera also lays
the foundation to implement lineage tracking on which model was
trained on which data, as it is a centralized access point. From a ML
perspective, the impact of data composition and quality on model
performance is still under-explored, and Mixtera provides a foun-
dation to conduct future research on dynamic and static mixing
algorithms.
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